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ABSTRACT
Next Point-of Interest (POI) recommendation plays an important
role in location-based applications, which aims to recommend the
next POIs to users that they are most likely to visit based on their
historical trajectories. Existing methods usually use rich side infor-
mation, or customized POI graphs to capture the sequential patterns
among POIs. However, the graphs only focus on connectivity be-
tween POIs. Few studies propose to explicitly learn a weighted POI
graph, which could reflect the transition patterns among POIs and
show the importance of its different neighbors for each POI. In
addition, these approaches simply utilize the user characteristics
for personalized POI recommendation without sufficient consid-
eration. To this end, we construct a novel User-POI Knowledge
Graph with strong representation ability, called Spatial-Temporal
Knowledge Graph (STKG). STKG is used to learn the representa-
tions of each node (i.e., user, POI) and each edge. Then, we design a
similarity function to construct our POI transition graph based on
the learned representations. To incorporate the learned graph into
sequential model, we propose a novel network Graph-Flashback
for recommendation. Graph-Flashback applies a simplified Graph
Convolution Network (GCN) on the POI transition graph to en-
rich the representation of each POI. Further, we define a similarity
function to consider both spatiotemporal information and user pref-
erence in modelling sequential regularity. Experimental results on
two real-world datasets show that our proposed method achieves
the state-of-the-art performance and significantly outperforms all
existing solutions.
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1 INTRODUCTION
With the development of location based social media, people are
becoming increasingly willing to record and share their life sta-
tus along with geographical updates through mobile devices. As
such, it is of great importance to make use of these geographical
updates (e.g., check-in records) for understanding users’ preference
regarding their next movements. For the purpose, many studies
focus on the problem of next POI recommendation [10, 26, 34]. As
a fundamental functionality in smart city applications, next POI
recommendation is generally defined as predicting the next POI a
particular user will be most likely to visit based on his/her histori-
cal trajectory [2, 15, 19], aiming to help users plan their trips and
explore more locations that may appeal to them based on their past
preferences [4, 7, 22, 29, 32, 36].

Existing solutions to the next POI recommendation problem
can be classified into two categories: sequence-based solutions and
graph-based solutions. Sequence-based solutions include Markov
chains, RNNs-based models, and attention-based models. Early
studies use Markov chains to model sequential transitions patterns
[2]. RNNs-based methods aims to combine the classic RNN archi-
tectures such as Long Short-Term Memory (LSTM) with temporal
and spatial contexts for improving the model ability on captur-
ing sequential regularity [15, 36]. Besides, attention-based models
have been proposed for recommendation due to the great success
of Transformer [24] in natural language processing (NLP) field
[3, 5, 12, 20]. Recently, graph-based models have been proposed
to enrich the POI representation by considering the property that
similar users are likely to visit similar POIs [11, 13]. They propose
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different methods to construct POI graphs based on the spatial
proximities among POIs or historical trajectories of different users.

Although existing approaches to next POI recommendation have
gained much attention in their lines of research, they face the
following limitations that significantly affect their effectiveness:

• Graph construction. Previous approaches construct cus-
tomized homogeneous POI graphs, which only have one
type of nodes and edges [8, 11, 13]. Moreover, the graphs
only focus on the connectivity between POIs, neglecting the
weight of edges. Few of researches propose to use heteroge-
neous graph that contains multiple types of nodes and edges
to obtain a learning-based homogeneous graph.

• POI representation. Existing graph-based models apply
Graph Neural Networks (GNNs) directly on the customized
graphs to refine the representation of each POI through
its neighbors based on neighbor sampling strategy without
justification. As such, it is difficult to avoid some useless
operations (e.g., feature transformation) in GNNs [9]. Be-
sides, their learning process on the importance (i.e., weight
coefficient) of its neighbors for each POI is non-transparent,
which may degrade model effectiveness.

• Personalized recommendation. Most existing methods
simply concatenate user feature vector (i.e., embedding) and
model output to perform personalized POI recommenda-
tion. However, using such a simple operation fail take into
account users’ general preferences towards different POIs.
Some other studies concatenate user and POI representa-
tions and regard them as the input of model to reflect the
personalized user preferences. However, user preferences
may be influenced by many factors (e.g., time, location, POI
categories, etc.). It is hard to acquire accurate personalized
user preferences simply by concatenating user and POI rep-
resentations.

To this end, we propose the Graph-Flashback model to address
the aforementioned three challenges. For addressing the first limi-
tation, we first construct a Spatial-Temporal Knowledge Graph
(STKG), which has strong representation ability. Based on our
STKG, we use Knowledge Graph Embedding (KGE) algorithms to
learn representations of each node and each edge. Next, we use the
learned representations to construct POI transition graph, which is
a weighted and learning-based graph. Our learned POI transition
graph is derived from the STKG and the weight coefficients are
constant in the next learning process. Figure 1 shows the difference
between our learned graph and customized graphs. The learned
POI graph explicitly shows the importance of its different neigh-
bors (excluding itself) for each POI. However, previous graph-based
methods apply GNN on constructed connectivity graph to learn
the weight coefficients of its neighbors for each POI, which are
time-varying and non-transparent [11, 13]. For addressing the sec-
ond limitation, we apply a simplified Graph Convolution Network
(GCN) [9] on the POI transition graph to enrich the representation
of each POI, which could be then fed into RNN-based models to
provide better recommendation service for users. Note that our
POI transition graph is capable of reflecting the transition patterns
among POIs. Meanwhile, it can be seamlessly integrated into other
sequential models to enhance the ability of capturing sequential

(a) Customized POI graph

0.43

0.22 0.16

0.19

(b) Learned POI graph

Figure 1: A simple example that illustrates the difference
between customized POI graph and our learned POI transi-
tion graph. We use purple circle and green circle to indicate
current POI and neighbor POI, respectively.

transition regularity. For addressing the third limitation, we design
a similarity function to measure the preferences of different users
based on current location and time to perform personalized POI
recommendation.

In summary, we make the following contributions to next-POI
recommendation:

• We propose a novel Spatial-Temporal Knowledge Graph
(STKG), which can be directly used to learn POI graph that
reflects transition patterns between POIs. To our best knowl-
edge, this is the firstmethod that learns homogeneousweighted
POI graph by using heterogeneous knowledge graph.

• We propose a novel RNN-based model, Graph-Flashback,
to incorporate the learned POI transition graph into RNN-
based models seamlessly for better capturing the sequential
transition patterns. In addition, to further improve the effec-
tiveness of personalized POI recommendation, we augment
our model with a novel carefully-designed similarity func-
tion that measures preferences of different users.

• We conduct extensive experiments on two real-world datasets
to evaluate the performance of Graph-Flashback. The results
show that Graph-Flashback significantly outperforms the
existing solutions in terms of accuracy.

The remaining parts of this paper are organized as follows. Sec-
tion 2 investigates existing studies of next POI recommendation.
Section 3 presents the problem formulation with relevant prelim-
inaries. Section 4 presents our transition graph learning method.
Next, Section 5 presents the overview of Graph-Flashback model.
Section 6 reports the experimental results. Finally, Section 7 con-
cludes the paper.

2 RELATEDWORK
In this section, we will briefly review some works on next POI
recommendation and knowledge graph embedding.

2.1 Next POI Recommendation
General POI recommendationmainly utilizes the collaborative filter-
ing technique to mine intrinsic correlations among users, POIs, and
context features, which takes into account geographical information
and temporal effects [7, 16–19, 25]. Differently, next POI recommen-
dation focus more on recommending POIs that are most likely to
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be visited next based on a user’s most recent check-ins [23, 31]. It is
challenging for those approaches used in general recommendation
to capture the transition patterns between users’ check-ins. Con-
sequently, plenty of approaches have been proposed to solve the
task, which can be classified into two categories: sequence-based
methods and graph-based methods.

Sequence-based methods usually focus on individual user se-
quence, which models the transition patterns between POIs based
on the sequence. On the early phase, Markov Chains (MC) mod-
els have been widely used for recommending next POI given a
user’s most recent check-ins [2, 4, 21]. FPMC [2] incorporates the
Markov chain into matrix factorization model to learn a personal-
ized transition matrix. PRME [4] proposes to utilize two different
embedding spaces to capture the user preferences on POIs and
sequential transitions between POIs, respectively. Recently, Re-
current Neural Networks (RNNs) and Attention mechanism have
been extensively employed in next POI recommendation task due
to the superior performance in modeling sequential information
[12, 35]. DeepMove [3] combines an attention layer with gated re-
current units (GRU) to learn long-term periodicity and short-term
sequential patterns, respectively. STGN [36] extends the LSTM by
introducing spatial and temporal gates for learning the users’ long-
term and short-term preferences. CatDM [33] proposes to use POI
categories and spatial distance to reduce candidate POIs. STAN [20]
designs two attention layers to explicitly extract relative spatiotem-
poral information between consecutive and non-consecutive POIs.
Graph-based methods mainly models sequential regularity from
a global view, which refines the representation of POI within the
sequence through those POIs outside the sequence. STP-UDGAT
[13] uses GAT to learn correlations between POIs from both local
and global views based on their customized graphs. ARNN [5] di-
rectly use meta-path based method to find related neighbor POIs in
their knowledge graph. SGRec [11] combines graph-augmented POI
sequence with transition patterns between POI categories to enrich
POI representations and enhance model performance. However,
none of the above methods consider to explicitly learn a weighted
POI transition graph from a heterogeneous graph, which reflects
transition pattern to some extent.

2.2 Knowledge Graph Embedding
A Knowledge Graph (KG) is a heterogeneous network, which con-
tains multiple types of entities (nodes) and relations (edges) in the
graph [6]. In this light, multiple attributes of an entity could be ob-
tained based on different edges in the graph. In addition, high-order
correlations between entities could also be found through these
different relations. In a nutshell, a KG has strong representation
ability. Knowledge Graph Embedding (KGE) is to embed a KG into
a low dimensional space to learn the representations of each entity
and each relation. The learned embedding could still preserve the
inherent property of the graph. KGE algorithms can be divided
into two categories: translation distance models, such as TransE
[1], TransH [27], TransR [14], etc., and semantic matching models,
such as DistMult [28]. In this work, we mainly focus on translation
distance models, which regard relations as translation operation
and calculate the distances (scores) between different entities based
on different relations.
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Figure 2: A simple illustration of our Spatial-Temporal
Knowledge Graph.

3 PROBLEM STATEMENT
This section presents our formulation of next POI recommenda-
tion problem and relevant preliminary concepts. Here, we let U =

{𝑢1, 𝑢2, . . . 𝑢 |U |} be a set of users and L = {𝑙1, 𝑙2, . . . , 𝑙 |L |} be a set
of locations (POIs). Here, each location 𝑙𝑖 is associated with a geo-
graphical coordinates (𝑙𝑎𝑡, 𝑙𝑜𝑛) denoting its latitude and longitude,
respectively.
Definition 1: (Check-in) A check-in is represented by 𝑐 = (𝑢, 𝑙, 𝑡),
which denotes that user 𝑢 visits location 𝑙 at time 𝑡 . □

Definition 2: (User trajectory) A user trajectory is defined by a
sequence of temporally ordered check-in records for a particular
user. We use𝑇𝑢𝑖 = {𝑐1, 𝑐2, . . . , 𝑐𝑚} to represent the historical trajec-
tory of user 𝑢𝑖 , where 𝑐𝑚 denotes the most recent check-in record
of 𝑢𝑖 . □

Definition 3: (Knowledge graph) A knowledge graph, denoted
by G = (𝑉 , 𝐸,A,B, 𝜙,𝜓,R), is a directed graph with entity type
function 𝜙 : 𝑉 → A and relation type function 𝜓 : 𝐸 → B.
Each entity 𝑣 ∈ 𝑉 belongs to an entity type 𝜙 (𝑣) ∈ A and each
edge 𝑒 ∈ 𝐸 belongs to a relation type 𝜓 (𝑒) ∈ B. R denotes a set
of subject-property-object triples where each triple 𝑟 = (ℎ, 𝑝, 𝑙)
denotes a subject-property-object relation. Specifically, (ℎ, 𝑝, 𝑙) de-
notes a relationship of 𝑝 from head entity ℎ to tail entity 𝑙 . □

For example, (Bob, visit, aquarium) indicates that Bob visits
the aquarium. The problem of next POI recommendation is defined
as follow.
Definition 4: (Next POI recommendation) Given knowledge
graph G, user 𝑢𝑖 , and the trajectory 𝑇𝑢𝑖 of user 𝑢𝑖 . The next POI
recommendation problem aims to output the top-𝑘 POIs that user
𝑢𝑖 will be most likely to visit next. □

4 TRANSITION GRAPH LEARNING
In this section, we present our approach to explicitly learning
the transition patterns between POIs. The approach works with a
knowledge graph to generate the representations for each entity
and each relation in the graph. By properly defining a neighbor-
hood based on the learned representations, we could obtain a graph
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representing the transition patterns between POIs, which can then
be used for next POI recommendation task.

4.1 Spatial-Temporal Knowledge Graph
Unlike traditional knowledge graph, we design a novel knowledge
graph called Spatial-Temporal Knowledge Graph (STKG) as shown
in Figure 2. STKG integrates the tradition User-POI interaction
graph with spatiotemporal correlations among POIs and friend rela-
tionships between users. Formally, STKG isG = (𝑉 , 𝐸,A,B, 𝜙,𝜓,R),
where 𝑉 is the union of user set and location set (U⋃L), and 𝐸
denotes the edges that belong to one of the following four types of
relation: visiting, temporal, spatial, and social. Note that the visiting
and temporal relations are directed. Here, our objective is to make
full use of the check-ins recorded by all users to learn the transition
patterns between POIs. We proceed to present how to construct
the aforementioned four relations respectively.

Construction of visiting relation. We first construct the visiting
(i.e., 𝑟𝑣 ) relation, which is represented by triplet (𝑢, 𝑟𝑣, 𝑙), denoting
that user 𝑢 visits location 𝑙 .

Construction of temporal relation. Next, we construct temporal
(i.e., 𝑟𝑡 ) relation, which is represented by triplet (𝑙1, 𝑟𝑡 , 𝑙2), denoting
that 𝑙1 is visited just before 𝑙2 based on a user’s historical trajectory.

Construction of spatial relation. Given a POI 𝑙 , we construct its
spatial relations in two methods, threshold-based method and rank-
based method. For threshold-based method, we set a pre-defined
distance threshold 𝛥 (e.g., 0.5km) and construct spatial relations
between 𝑙 and all of the other POIs whose distances to 𝑙 are smaller
than 𝛥. As for rank-based method, we construct spatial relations
between 𝑙 and 𝑙 ’s top-𝑘 (e.g., 50) nearest neighbors. Note that given
POIs 𝑙 and 𝑙 ′, 𝑙 and 𝑙 ′ form a spatial relation if 𝑙 ′ is a spatial neighbor
of 𝑙 or 𝑙 is a spatial neighbor of 𝑙 ′.

Construction of social relation. Finally, we construct social (i.e.,
𝑟 𝑓 ) relation, which is represented by triplet (𝑢1, 𝑟 𝑓 , 𝑢2), denoting
that user 𝑢1 and 𝑢2 are friends. The rationale of taking friend rela-
tion into consideration is that a POI visited by 𝑢1 is likely to attract
𝑢2 if 𝑢1 and 𝑢2 are friends.

4.2 Objective function
Given STKG G, our next goal is to find an embedding function
𝒇 : 𝑉 (𝐸) → R𝑚 that maps each entity 𝑣 ∈ G.𝑉 or each relation
𝑒 ∈ G.𝐸 into an𝑚-dimensional feature vector (i.e., embedding). The
embedding function 𝒇 (·) is expected to preserve the inherent prop-
erty of G. For the purpose, we use Knowledge Graph Embedding
(KGE) algorithms based on translation distance models: TransE
[1], TransH [27], and TransR [14] to learn the representation of
each entity and each relation in the knowledge graph. For ease of
understanding, we use boldface to indicate the learned embedding
of an entity or relation. For example, given an entity ℎ, 𝒉 = 𝒇 (ℎ)
represents the corresponding embedding. To illustrate our embed-
ding scheme, we take TransH [27] as an example. The basic idea
of TransH is to use different hyperplanes to represent different
relation spaces and regard relations as translation operation on
hyperplanes. Specifically, for a triplet (ℎ, 𝑟, 𝑡), the corresponding
entity embeddings 𝒉 and 𝒕 are first projected to the hyperplane𝒘𝒓

with constraint | |𝒘𝒓 | |2 = 1, which is detailed by Equation 1.

𝒉⊥ = 𝒉 −𝒘𝑻
𝒓 𝒉𝒘𝒓 ,

𝒕⊥ = 𝒕 −𝒘𝑻
𝒓 𝒕𝒘𝒓 ,

(1)

where 𝒉⊥ and 𝒕⊥ denote the projection embeddings of 𝒉 and 𝒕 ,
respectively. Next, we use a scoring function 𝒈(·) to measure the
plausibility that the triplet is incorrect, which is presented by Equa-
tion 2.

𝒈𝒓 (𝒉, 𝒕) = | |𝒉⊥ + 𝒅𝒓 − 𝒕⊥ | |22, (2)

where 𝒅𝒓 denotes the translation embedding on the hyperplane.
Here, a lower value of 𝒈𝒓 (𝒉, 𝒕) indicates that the triplet is more
likely to be correct, while a higher value denotes that the triplet is
less likely to be correct.

So far, the representations of each entity and each relation have
been learned. The next goal is to design a function 𝒔 (·) for capturing
the transition patterns among POIs. Inspired by the KGE algorithms,
we compute the similarity between POI 𝑙1 and 𝑙2 by defining a
temporal similarity function 𝒔 (·), which is expected to reflect the
temporal relation between 𝑙1 and 𝑙2. We take TransE [1] as an
example, the similarity function is presented by Equation 3:

𝒔 (𝒍1, 𝒍2) = 𝑒−𝒅 (𝒍1,𝒍2) ,
𝒅 (𝒍1, 𝒍2) = | |𝒍1 + 𝒓𝒕 − 𝒍2 | |,

(3)

where 𝑒 denotes the exponential function, 𝒅(·) is the distance func-
tion, 𝒍1 and 𝒍2 denote the learned embeddings of POI 𝑙1 and 𝑙2,
respectively, 𝒓𝒕 is the temporal relation embedding, and | | · | | rep-
resents the 𝐿1 or 𝐿2 norm. Next, we construct the POI transition
matrix 𝑴 ∈ R |L |×|L | based on Equation 3. However, maintaining
𝑴 can be memory consuming when the number of POIs (i.e., |L|)
is large, which is common in recommendation scenarios. To reduce
the space cost, we construct a sparse transition graph, which is de-
noted by 𝑮 . Specifically, we calculate 𝑘-nearest neighbor set N𝑘 (𝑙)
for each POI 𝑙 . Then, we have:

𝑮 (𝑖, 𝑗) =
{
𝑴 (𝑖, 𝑗), if POI 𝑙 𝑗 ∈ N𝑘 (𝑙𝑖 ),
0, otherwise,

(4)

where 𝑖, 𝑗 = 1, 2, · · · , |L|. Finally, in order to normalize the sparse
graph 𝑮 between 0 and 1, we pick the maximum value in each row
of 𝑮 to construct a diagonal matrix 𝑫 . We obtain the learned POI
transition graph 𝑨 by Equation 5.

𝑨 = 𝑫−1𝑮 . (5)

It is worthy of noting that our experiment results show that the
model performance when we use both spatial and temporal rela-
tions 1 is not better than the performance when we use temporal
relation only. The reason may be explained by the fact that temporal
relation has contained the property implicitly that users usually
prefer to visit those POIs with shorter distance. Further considering
spatial relation may bring no benefits or even degrades model per-
formance. Thus, we choose to purely consider the temporal relation
to construct POI transition graph.

1𝒔 (𝒍1, 𝒍2) = 𝑒−𝒅𝒕 (𝒍1,𝒍2 )𝑒−𝒅𝒔 (𝒍1,𝒍2 ) , where 𝒅𝒕 and 𝒅𝒔 denote the temporal and spatial
similarity function, respectively.
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Figure 3: The overview of Graph-Flashback.

5 MODEL FRAMEWORK
This section presents the framework of our Graph-Flashback net-
work, which consists of: (i) Embedding layer that learns the dense
representations of users and POIs, (ii) GCN layer that enriches the
representations of POIs by our learned POI transition graph, (iii)
Aggregation layer that learns the aggregated hidden states by a
weighted spatiotemporal and user preference effect as the output,
and (iv) Prediction layer that recommends next POI by the aggre-
gated output and user embedding. Figure 3 shows the network
architecture of our proposed Graph-Flashback model.

5.1 Embedding layer
We design a multi-modal embedding layer to jointly learn the rep-
resentations of the users and POIs. The representations encode
user and POI information, which will later be combined with other
modules for recommendation. In this light, it is important to learn
the vector representations effectively. User and POI information
contained in each check-in record is initially represented as one-hot
vectors. However, it is difficult for a model to capture user prefer-
ences by using one-hot vector due to its sparsity. To this end, we
propose to learn low dimensional dense representation for each
user and each POI. Specifically, we first split the user historical
trajectory 𝑇𝑢𝑖 into multiple length-equally sub-sequences for each
user 𝑢𝑖 . Next, each sub-sequence are fed into the embedding layer
as shown in the bottom right of Figure 3. Each POI is represented
by a |L|-dimensional one-hot vector. Besides, different users have
different preferences, we represent each user as a |U|-dimensional
one-hot vector. The embedding layer will transform the user and
POIs one-hot vectors into the corresponding low-dimensional dense
representations, denoted by 𝒆𝒖 ∈ R𝑑 and 𝒆𝒍 ∈ R𝑑 , respectively.

5.2 GCN Layer
To accurately reflect the characteristics of each POI, we find it
insufficient to exclusively rely on the learned low-dimensional
dense representation. As such, we use Graph Convolution Network
(GCN) to refine the representation. Motivated by the success of

LightGCN [9], we only focus on the core function of GCN: neighbor
aggregation in our GCN layer. Note that transition graph 𝑨 cannot
reflect the impact of itself for each POI. To address the issue, we
add identity matrix 𝑰 into 𝑨 (i.e., self-connection) to obtain a new
transition graph �̂�:

�̂� = 𝑨 + 𝑰 . (6)
Next, we normalize the new transition graph by Equation 7

�̂� = �̂�−1�̂�, (7)

where �̂� = diag
(
�̂�
)
denotes the out-degree diagonal matrix de-

rived from �̂�. We employ the transition graph �̂� to enrich the
representation for each POI as shown in the bottom left of Figure 3.
Finally, we have

�̂� = �̂�𝑿 , (8)
where 𝑿 ∈ R |L |×𝑑 denotes the previous embeddings of all POIs,
and �̂� ∈ R |L |×𝑑 is the updated POI embeddings.

5.3 Aggregation Layer
The aggregation layer consists of a recurrent module that captures
the sequential patterns and an aggregation module that considers
the impact of historical hidden states on current hidden state. The
output of GCN layer, namely updated POIs embeddings, and user
preference embedding are fed into the aggregation layer. Specifi-
cally, we use the basic RNNs as recurrentmodule to obtain all hidden
states. However, using these hidden states directly for recommenda-
tion is incapable of making full use of the temporal periodicity and
spatial context contained in user check-in trajectory. In particular,
users are most likely to visit some POIs (e.g., home, office, etc.)
regularly and those POIs with short distance. Inspired by Flashback
[29], we explicitly utilize the spatiotemporal contexts to design
a similarity function𝒘 (·), which reflects the correlation between
historical hidden state 𝒉𝒋 and current one 𝒉𝒊 , 𝑗 < 𝑖 . Then, we have

𝒘 (Δ𝑇𝑖, 𝑗 ,Δ𝐷𝑖, 𝑗 ) = ℎ𝑣𝑐 (2𝜋Δ𝑇𝑖, 𝑗 )𝑒−𝛼Δ𝑇𝑖,𝑗 𝑒−𝛽Δ𝐷𝑖,𝑗 , (9)

where ℎ𝑣𝑐 (𝑥) = 1+cos𝑥
2 reflects the temporal periodicity, Δ𝐷𝑖, 𝑗 and

Δ𝑇𝑖, 𝑗 denote the spatial and temporal interval between two POIs 𝑙𝑖
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and 𝑙 𝑗 , and 𝛼 and 𝛽 represent temporal and spatial decay weight,
respectively. Note that the similarity function𝒘 (·) only focuses on
the similarity correlation between POIs, neglecting the user general
preference on POIs. Besides, the output of function𝒘 (·) is limited
in [0, 1]. To this end, we propose to integrate user preference into
the function𝒘 (·). As shown in the upper left of Figure 3, the visiting
relation is used to construct a sparse User-POI preference graph
G𝑝 ∈ R |U |×|L | in the same way as we introduced in Section 4 2.
Then, we could obtain the general preference on POIs of each user
by Equation 10.

𝑷 = G𝒑�̂� , (10)

where 𝑷 ∈ R |U |×𝑑 is the user preference matrix. Finally, for each
user 𝑢, we obtain new similarity function �̂� (·) (Equation 11) that
takes both user preference weight and spatiotemporal weight into
consideration.

�̂� (Δ𝑇𝑖, 𝑗 ,Δ𝐷𝑖, 𝑗 ) = 𝒘 (Δ𝑇𝑖, 𝑗 ,Δ𝐷𝑖, 𝑗 )𝑒−| |𝑷𝒖−𝒆
𝒍𝒋 | |, (11)

where 𝑷𝒖 denotes the preference embedding of user𝑢, | | · | | is the 𝐿2
distance. The aggregation module incorporates similarity function
�̂� (·) and historical hidden states into current one at each time step
𝑖 . Thus, we have

�̂�𝒊 =

∑𝑖
𝑗=0 �̂� 𝑗 ∗ 𝒉𝒋∑𝑖
𝑗=0 �̂� 𝑗

, (12)

where �̂� 𝑗 denotes the similarity �̂� (Δ𝑇𝑖, 𝑗 ,Δ𝐷𝑖, 𝑗 ).

5.4 Prediction Layer
The output �̂�𝒕 of aggregation layer at each time step 𝑡 and user
embedding 𝒆𝒖 is concatenated into a new vector, which is then fed
into a fully connected layer to generate the final output through
Equation 13:

�̂�𝒖𝒕 =𝑾𝒇 [�̂�𝒕 | |𝒆𝒖 ], (13)

where 𝑾𝒇 ∈ R |L |×2𝑑 is the learnable weight matrix, | | denotes
the concatenation operation. We use the cross-entropy function,
denoted by Equation 14, as our loss function.

−
|U |∑︁
𝑢=1

𝑚∑︁
𝑖=1

©«log𝜎 (𝒚𝒖𝒌 ) +
|L |∑︁

𝑗=1, 𝑗≠𝑘
log(1 − 𝜎 (�̂�𝒖𝒋 ))

ª®¬ , (14)

where 𝑚 denotes the length of check-in sequence of each user,
𝒚𝒖
𝒌
∈ �̂�𝒖𝒊 and �̂�𝒖𝒋 ∈ �̂�𝒖𝒊 represent the corresponding prediction value

of label 𝑙𝑘 and other POIs 𝑙 𝑗 ≠ 𝑙𝑘 for current location 𝑙𝑖 of user 𝑢,
respectively, and 𝜎 is the softmax function.

6 EXPERIMENTS
This section presents our experiments that demonstrate the effec-
tiveness of our approach. We first present the datasets and baseline
methods. Next, we present our experimental results and analysis by
comparing our proposal against the state-of-the-art baselines. We
also conduct ablation experiments to show the effect of each com-
ponent in our framework, contrast experiments to show the effect
of our learned transition graph, and parameter-tuning experiments
to perform parameter sensitivity analysis.

2𝒅 (𝒖, 𝒍) = | |𝒖 + 𝒓𝒗 − 𝒍 | |, where 𝒓𝒗 denotes visiting relation in Equation (3).

Table 1: Datasets Statistics

Dataset Gowalla Foursquare
#Users 7,768 45,343
#POIs 106,994 68,879

#Check-ins 1,823,598 9,361,228
#Entities 114,762 114,222
#Relations 4 4
#Triplets 6,420,914 7,200,989

6.1 Datasets
We evaluate our Graph-Flashback model on two widely used real-
world datasets: Gowalla 3 and Foursquare 4. Gowalla contains the
check-ins from February 2009 to October 2010. Foursquare [30] is
collected from April 2012 to January 2014. Each check-in consists
of userID, POIID, latitude, longitude, and timestamp. Following
the pre-processing technique in [29], we discard inactive users
who have less than 100 check-ins and sort each user’s check-ins in
ascending order of timestamp. The first 80% check-ins of each user
are split into multiple length-equally (e.g., 20) sequences, which are
chosen as training set. Likewise, the remaining 20% are regarded as
testing set. In addition, the training set is also used to construct our
Spatial-Temporal knowledge graph. Table 1 shows the statistics of
the two datasets used in our experiments.

6.2 Baselines
We consider the following state-of-the-art methods as the baselines
in the experiments.

• PRME [4]: A metric embedding method, which captures the
personalized sequential transition patterns by learning user
and POI embeddings.

• STRNN [15]: Extends RNNs by customized spatiotemporal
transition matrices.

• DeepMove [3]: Combines an attention layer with gated re-
current units (GRU) to learn long-term periodicity and short-
term sequential patterns.

• LBSN2Vec [30]: A hypergraph embedding method, which
ranks POIs based on their similarity with user and time
embeddings.

• STGN [36]: Extends the LSTM by introducing spatial and
temporal gates for learning the users’ long-term and short-
term preferences.

• LightGCN [9]: Simplifies Graph Convolution Netwotk (GCN)
to learns user’s preferences on POIs with pairwise ranking
loss.

• Flashback [29]: An RNN-based model, which is good at deal-
ing with past historical check-in records.

• STAN [20]: An attention-based model, which explicitly uses
relative spatiotemporal information between POIs within
the user trajectory.

3http://snap.stanford.edu/data/loc-gowalla.html
4https://sites.google.com/site/yangdingqi/home
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Table 2: Performance comparison against baselines on Gowalla and Foursquare datasets. In each column, we use boldface and
underline to indicate the best and second-best results, respectively. (*STAN use a part of users (100) to train model at a time and
test performance on these users. Therefore, it requires running many experiments to test model performance on all users and
regards the average performance of these experiments as the final performance. In this light, we use all users and first 2000
users to test model performance on Gowalla and Foursquare datasets due to the large number of users on Foursquare dataset.)

Methods Gowalla Foursquare
Acc@1 Acc@5 Acc@10 MRR Acc@1 Acc@5 Acc@10 MRR

PRME 0.0740 0.2146 0.2899 0.1503 0.0982 0.3167 0.4064 0.2040
STRNN 0.0900 0.2120 0.2730 0.1508 0.2290 0.4310 0.5050 0.3248

DeepMove 0.0625 0.1304 0.1594 0.0982 0.2400 0.4319 0.4742 0.3270
LBSN2Vec 0.0864 0.1186 0.1390 0.1032 0.2190 0.3955 0.4621 0.2781
STGN 0.0624 0.1586 0.2104 0.1125 0.2094 0.4734 0.5470 0.3283

LightGCN 0.0428 0.1439 0.2115 0.1224 0.0540 0.1790 0.2710 0.1574
Flashback 0.1158 0.2754 0.3479 0.1925 0.2496 0.5399 0.6236 0.3805
STAN* 0.0891 0.2096 0.2763 0.1523 0.2265 0.4515 0.5310 0.3420

Graph-Flashback 0.1512 0.3425 0.4256 0.2422 0.2805 0.5757 0.6514 0.4136
Improvement (%) 30.57% 24.36% 22.33% 25.82% 12.38% 6.63% 4.46% 8.70%

6.3 Evaluation Metrices
We use two widely used evaluation metrics: average Accuracy@K
(Acc@K), and Mean Reciprocal Rank (MRR) following [29] to evalu-
ate the performance of Graph-Flashback. Acc@K is the rate of true
positive samples in the predicted top-𝐾 positive samples, In our
experiment, we adopt 𝐾 = {1, 5, 10} to evaluate recommendation
performance. The Acc@K is computed as follows:

𝐴𝑐𝑐@𝐾 =
1
|𝑈 |

∑︁
𝑢∈𝑈

|𝑆𝐾𝑢
⋂
𝑆𝐿𝑢 |

|𝑆𝐿𝑢 |
, (15)

where 𝑆𝐾𝑢 is the set of predicted top-𝐾 POIs for user𝑢, 𝑆𝐿𝑢 denotes the
ground truth label of user 𝑢. Unlike Acc@K, which focuses on top-
𝐾 , MRR aims to measure the overall recommendation performance
of the model. The formulation of MRR is presented as follows:

𝑀𝑅𝑅 =
1
|𝑈 |

∑︁
𝑢∈𝑈

1
𝑟𝑎𝑛𝑘𝑢

, (16)

where 𝑟𝑎𝑛𝑘𝑢 denotes the rank of 𝑆𝐿𝑢 in 𝑆𝐾𝑢 for user 𝑢.

6.4 Settings
We use the second scheme (i.e., rank-based) to construct knowledge
graph and TransE [1] is chosen to construct our POI transition
graph. When constructing the POI transition graph𝑨 and User-POI
preference graph G𝒑 , we consider 𝑘𝑡 and 𝑘𝑝 = {10, 20, 30, 50, 100}
nearest neighbors for each POI (user). In addition, the dimension of
hidden states and user (POI) embedding is set to 10 empirically. And
the temporal decay factor 𝛼 and spatial decay factor 𝛽 follow the
default setting in [29]. We evaluate the model performance every 5
epochs. Our implementation is available in Pytorch 5.

6.5 Results and Analysis
Table 2 shows the experiment results on Gowalla and Foursquare
datasets. Based on these results, we have the following observations
and corresponding analysis:

5https://github.com/kevin-xuan/Graph-Flashback

Table 3: Ablation experiments on Gowalla dataset. Graph-
Flashback 𝑤/𝑜 GCN denotes disabling the GCN layer, and
Graph-Flashback 𝑤/𝑜 Preference represents disabling the
User-POI preference graph.

Methods Gowalla
Acc@1Acc@5Acc@10 MRR

Flashback 0.1158 0.2754 0.3479 0.1925
Graph-Flashback𝑤/𝑜 GCN 0.1356 0.3055 0.3762 0.2163

Graph-Flashback𝑤/𝑜 Preference 0.1506 0.3419 0.4253 0.2419
Graph-Flashback 0.1512 0.3425 0.4256 0.2422

• The results on Gowalla and Foursquare datasets show that
our proposed Graph-Flashback significantly outperforms
all other state-of-the-art baseline methods under all evalua-
tion metrics. Specifically, Graph-Flashback outperforms the
second-best method Flashback with ratios 30.57%, 24.36%,
22.33%, and 25.82% on Acc@1, Acc@5, Acc@10, and MRR re-
spectively on Gowalla dataset. In addition, Graph-Flashback
gains 8.04% average improvement compared with Flashback
on Foursquare dataset. In a nutshell, the aforementioned
findings clearly show the superiority of Graph-Flashback.

• Comparedwith Flashback, our Graph-Flashback exhibits sub-
stantial improvement in general. The reason is that the POI
transition graph 𝑨 may help to better capture the transition
patterns among POIs by refining POI embeddings. In addi-
tion, personalized POI recommendation may significantly
benefit from tackling user preference with sufficient con-
sideration properly. Similarly, STAN is an attention-based
latest model considering the effect of past historical check-
ins. However, it performs poorly based on our experimental
results. The reason is that its training scheme may make
model performance rely on the selected users.

• Comparing the performance improvement on Foursquare
datasets, we see that Graph-Flashback performs better on the
Gowalla datasets. Meanwhile, we observe that the density
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Figure 4: The performance comparison among different KGE
algorithms used in different knowledge graphs constructed
by different schemes on Gowalla dataset. 𝐸 is TransE, 𝑠1 de-
notes that knowledge graph is constructed by first scheme.

(0.002) of check-in records on Gowalla dataset is lower than
that (0.003) on Foursquare dataset. It is obvious that our
proposed Graph-Flashback model has a strong ability to
handle sparse data.

6.6 Ablation Study
There are two main components in our framework: (i) the GCN
layer, and (ii) the aggregation layer. To show the effects of these com-
ponents, we conduct an ablation experiment on Graph-Flashback
and the results on Gowalla dataset are shown in Table 3. Based on
the statistics from Table 3, we have the following findings:

• We observe that the POI transition graph used in GCN
layer help to improve the model performance. The learned
graph could enrich the representation of each POI, which fur-
ther helps sequential models capture the transition patterns
among POIs.

• We find that using user preference properly can improve the
model performance.Whenwe integrate the learned User-POI
preference graph into spatiotemporal contexts, the perfor-
mance regarding personalized POI recommendation can be
boosted.

• We notice that Graph-Flashback performs slightly better
than Graph-Flashback 𝑤/𝑜 Preference. The reason is that
the impact of user preference has been partially reflected by
the GCN.

6.7 Contrast Study
We conduct different contrast experiments to show the effects of
our learned graphs. To this end, we construct customized graph
by calculating POI similarity based on whether the two POIs are
visited by the same user on the same day. Specifically, the similarity
between POI pair indicates the number of days when both POIs are
visited by same user. Next, the POI similarity graph is normalized
by Equation 4 and Equation 5. From the results shown in Figure 4
and Figure 5, we have the following observations:

• Figure 4 shows that the POI transition graph learned from
the Spatial-Temporal knowledge graph constructed by the
second scheme (i.e., rank-based) and TransE algorithm could
obtain better model performance on Gowalla dataset. The
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Figure 5: The performance comparison among learned POI
graphs and customized POI graph. NG denotes not using any
graph, CG represents the customized graph, and EG denotes
the POI graph learned by TransE algorithm.
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Figure 6: The performance comparison about the number of
nearest neighbors 𝑘𝑡 and 𝑘𝑝 .

reason might be that the Spatial-Temporal knowledge graph
constructed by the second scheme contains more spatial
edges, which could help to learn better representation of
each POI implicitly. In addition, simpler algorithm TransE
might be more suitable for our knowledge graph.

• As shown in Figure 5, the results are significantly better
with POI graphs than without any graph on Foursquare
dataset. Moreover, we could find that our POI transition
graphs learned by different KGE algorithms outperform the
customized graph. This shows that our learned POI graph
could reflect the correlation among POIs more accurately.

6.8 Hyperparameter Sensitivity Analysis
We conduct parameter sensitivity experiment and then introduce
our analyses. As shown in Figure 6, we have the following two
findings:

• Figure 6 (a) shows that𝑘𝑡 = 100 and𝑘𝑡 = 20 are the best num-
ber of nearest neighbors for POI transition graph on Gowalla
and Foursquare datasets respectively. On Gowalla dataset,
themodel performance improveswith the increasement of𝑘𝑡 .
However, as 𝑘𝑡 increases, we could find that the performance
improves firstly and then degrades on Foursquare dataset.
The reason might be that the check-ins data of Gowalla is
more sparse than that of Foursquare. Therefore, each POI
needs more neighbors and proper neighbors to enrich the
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representation of itself on Gowalla and Foursquare dataset,
respectively.

• We find that 𝑘𝑝 = 100 obtains better model performance
on both Gowalla and Foursquare datasets from the results
in Figure 6 (b). And the model performance remains almost
stable on Acc@10 metric. In a nutshell, the performance of
our Graph-Flashback method is insensitive to the hyperpa-
rameter 𝑘𝑝 .

7 CONCLUSION AND FUTUREWORK
To the end, we present a learning-based method to learn a POI
graph, which reflects the transition patterns among POIs. We design
a novel model called Graph-Flashback that integrates the learned
graph into existing sequential models seamlessly for better captur-
ing the transition patterns. In addition, the property that the same
user may have different preferences on different spatiotemporal
contexts is sufficiently considered by a carefully-designed similarity
function. Experimental results on Gowalla and Foursquare datasets
show the superiority of Graph-Flashback in term of accuracy. More-
over, we give the ablation experiments and analysis of different
components in our framework, which confirm the effectiveness of
each component.

In the future, we will consider other side information (e.g., POI
categories, user information) in the construction of Spatial-Temporal
knowledge graph. Besides, we will consider the similarity corre-
lation between users to further improve the model performance.
Moreover, personalized POI transition graph is a promising direc-
tion as well.
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